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Ultrasound image guidance is a method often used to 
help provide care, and it relies on the accurate perception 
of information from ultrasound images to guide medical 
procedures. It has become an indispensable tool in 
many clinical settings, ranging from diagnostics and 
interventions to minimally invasive therapies (1). 
Moreover, ultrasound images can be used as guidance 
to direct surgery and can also be acquired by a robot to 
further develop an autonomous image-guided process 
(2). One critical aspect of ultrasound image guidance 
is image segmentation, which involves identifying and 
delineating specific structures or regions of interest 
within ultrasound images. Image segmentation plays a 
crucial role in ultrasound-guided procedures as it enables 
physicians to accurately locate and target the tissues 
or structures of interest, monitor their changes in real-
time, and guide the intervention or therapy accordingly 
(3). Moreover, the segmented structures can serve as 
the basis for planning and guiding robotic ultrasound 
systems, enabling autonomic positioning of an ultrasound 
probe for optimal imaging of the regions of interest (4). 
Therefore, accurate segmentation is essential for precise 
targeting and localization of structures, and it is currently 
achieved with AI models that have different structures. 
However, the reliance on specific AI models for tissue 
segmentation limits autonomous ultrasound image-
guided procedures, like high-intensity focused ultrasound 

(HIFU) therapy, in clinical settings (5). It may require 
frequent updates and retraining of the AI models to adapt 
to different tissues, which is time-consuming and may 
not always be feasible in clinical settings (6). In addition, 
the availability of labeled ultrasound datasets for training 
may be limited, and especially those for rare diseases 
or specific procedures, further adding to the challenges 
of developing accurate and robust tissue segmentation 
models for intelligent ultrasound image guidance (6).
 Large models, also called foundation models, have 
brought about a revolution in many fields, driving 
breakthroughs in diverse applications (7). One such 
model, ChatGPT, has garnered considerable recognition 
for its ability to generate human-like text responses 
and engage in interactive conversations (8). Numerous 
experts have described the potential for large models 
to be used in healthcare and their impact on traditional 
healthcare models (9). Inspired by the success of 
ChatGPT, the Segment Anything Model (SAM) is a 
state-of-the-art foundation model that enhances the 
generalization capability of image segmentation to new 
heights (10). Although several studies are attempting to 
improve segmentation generalizability by introducing 
new structures, large models are still only trained for a 
single anatomy. In contrast, SAM leverages advanced 
machine learning algorithms to automatically identify and 
delineate objects, structures, or regions of interest within 
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Ultrasound image guidance is a method often used to help provide care, and it relies on accurate 
perception of information, and particularly tissue recognition, to guide medical procedures. It is 
widely used in various scenarios that are often complex. Recent breakthroughs in large models, 
such as ChatGPT for natural language processing and Segment Anything Model (SAM) for image 
segmentation, have revolutionized interaction with information. These large models exhibit a 
revolutionized understanding of basic information, holding promise for medicine, including the 
potential for universal autonomous ultrasound image guidance. The current study evaluated the 
performance of SAM on commonly used ultrasound images and it discusses SAM's potential 
contribution to an intelligent image-guided framework, with a specific focus on autonomous and 
universal ultrasound image guidance. Results indicate that SAM performs well in ultrasound image 
segmentation and has the potential to enable universal intelligent ultrasound image guidance.
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images, regardless of their multimodality or diversity. 
With its unprecedented capabilities, SAM opens up 
new possibilities for visual analysis, understanding, and 
manipulation in different fields. The versatility of SAM 
in segmenting different organs enhances the potential of 
intelligent medical image guidance in various scenarios. 
Unlike traditional models that require the training of 
specific segmentation models for each organ, SAM's 
ability to segment different organs with a high level of 
accuracy allows for a more generalized approach (11). 
The current study has evaluated the performance of 
SAM on ultrasound image segmentation and assessed if 
the results can serve as a catalyst for a universal image-
guided system, as shown in Figure 1. 
 The evaluation was performed in two parts, focusing 
on SAM's performance on ultrasound image data and the 
reliability of the segmentation results for guidance. To 
assess SAM's performance, three models of interaction 
were selected, namely Everything mode, Click mode, and 
Box mode, with each representing a level of interaction. 
In Everything mode, SAM automatically segments the 
image within its range of detection. In Click mode, 
SAM utilizes human clicks on the image as prompts 
for segmentation, with these clicks randomly generated 
within the region of the ultrasound image segmentation 
label. Lastly, in Box mode, SAM segments are based on 
boxes drawn by a human on the image as prompts, where 
the enclosing boxes are generated from the segmentation 
labels of the ultrasound image. In addition, Click mode 
and Box mode were combined in Click-Box mode to 
include more interactive information.
 The quantitative evaluation metric used in this study 
is the DICE coefficient between the labels and the 
segmentation results obtained from SAM (12). DICE 
measures the similarity between two samples and is a 
reproducibility validation metric most frequently used 
in medical image segmentation. Three public ultrasound 
image datasets, denoted as Carotid Artery (13), Thyroid 

(14), and Heart (15), were selected for evaluation. These 
datasets consist of continuous ultrasound images, which 
are more representative of the real-time acquisition of 
ultrasound images during guidance. In the Click model, 
the accuracy of segmentation was 0.877 ± 0.115 for the 
Carotid artery, 0.427 ± 0.320 for the Thyroid, and 0.326 
± 0.153 for the Heart. In the Box model, the accuracy 
of segmentation was 0.908 ± 0.041 for the Carotid 
artery, 0.829 ± 0.126 for the Thyroid, and 0.841 ± 0.098 
for the Heart. In the Click-Box model, the accuracy of 
segmentation was 0.909 ± 0.041 for the Carotid artery, 
0.829 ± 0.121 for the Thyroid, and 0.867 ± 0.051 for the 
Heart. Figure 2 shows some ultrasound images obtained 
using different segmentation models. Results generated 
by the Everything model are difficult to evaluate 
quantitatively due to the inclusion of multiple objectives. 
The results of quantitative segmentation reveal that SAM 
can achieve a high level of accuracy in carotid artery 
segmentation when provided with correct prompts, 
such as Click mode and Box mode. Click-Box mode 
performs better as the prompts are more informative. 
In contrast, Everything mode segments all potential 
structures, including blood vessels, and may have 
difficulty depicting the major structure of interest. This 
suggests that ultrasound image segmentation requires 
more informative prompts for SAM compared to natural 
image segmentation in order to accurately reveal the 
target structure.
 Another important aspect to consider in evaluating 
the usability of segmentation results for autonomic 
guidance is continuity, which determines the stability and 
flexibility of guidance in a continuous process (16-18). 
To assess this, the stability of the segmentation results 
was evaluated based on sequential images, in specific 
terms, the standard deviation of the segmentation results 
within an image sequence. For each dataset, five sets 
of images were selected for evaluation. Each contains 
10 consecutive images. The standard deviation of the 
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Figure 1. Can "Segment Anything" help with fully autonomous ultrasound image guidance?
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ChatGPT, SAM relies on well-developed prompts to 
yield stable and accurate outputs, which requires a 
certain level of operator experience (19-22). This also 
means that fully autonomous ultrasound image guidance 
for different tissues still requires a lot of work. Second, 
the performance on medical data, such as ultrasound 
images, needs to be improved. Medical images have 
distinct imaging principles and characteristics compared 
to natural images, which may limit the applicability 
of SAM's segmentation model to ultrasound images. 
Therefore, developing a general segmentation model 
specifically for medical images is worth investigating 
(23). Moreover, continuous data, such as continuous 
ultrasound images or video, containing temporal 
information can provide effective cues for segmentation. 
Thus, exploring the use of continuous data in conjunction 
with SAM for image segmentation can be beneficial.
 In conclusion, the emergence of SAM and other 
large models has opened up numerous possibilities for 
image-based downstream tasks, including an intelligent 
or autonomous ultrasound image guidance system. With 
further iteration of large models and refinement of data, 
the current authors believe that fully intelligent medical 
image-guiding systems and autonomous image-guided 
therapy will become a reality in the future.
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three SAM segmentation models on the Carotid artery 
sequence was 0.137, 0.066, and 0.065. The standard 
deviation of the three SAM segmentation models on 
the Thyroid sequence was 0.273, 0.153, and 0.150. 
The standard deviation of the three SAM segmentation 
models on the Heart sequence was 0.112, 0.117, and 
0.074. Data on the Heart had a lower standard deviation 
than data on carotid artery segmentation, which 
is inconsistent with segmentation accuracy. These 
results indicate that while the overall accuracy of the 
segmentation results may be satisfactory in carotid artery 
images, there are still fluctuations in the stability of the 
continuous sequential images. These instabilities can 
lead to shifts and errors in autonomic guidance during 
imaging and can accumulate during clinical guidance. 
This is presumably because SAM does not currently take 
into account the continuity between input images, as it is 
designed to segment a single image without considering 
the contextual relationship between similar frames in 
video data. 
 The breakthrough achieved with SAM has brought 
possibilities for downstream tasks based on image 
segmentation, including fully autonomous ultrasound 
image-guided medical procedures. Preliminary results 
have revealed that SAM can achieve a good segmentation 
accuracy for ultrasound images with sufficient prompts, 
although it requires an additional interaction process 
compared to a specially trained model. However, the 
instability in continuous image segmentation, due to 
the lack of contextual information, introduces errors in 
long-term guidance. Overall, SAM has great potential 
as a large model for image segmentation in general-
purpose tasks, but there are some areas that can be 
improved. First, the prompts need to be enhanced. Like 

Figure 2. Qualitative results of SAM segmentation of ultrasound images. For simple and obvious structures, SAM yields accurate 
segmentation results and good sequence stability, even in less interactive Click mode. For less clear tissues such as the thyroid, however, SAM 
still fails to segment the tissue accurately in Box mode. And due to the lack of prompt input, Everything mode can automatically segment easily 
discerned tissues in ultrasound images but the results obtained are not those desired. Pictures were generated from: https://segment-anything.com
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